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COURSE DESCRIPTION FOR COMP4700 Algorithms

SEMESTER: Fall 2012 	PROFESSOR: Dr. Wei Chen 

A. CATALOG COURSE DESCRIPTION
This course is to teach the principle of design, analysis, and implementation of algorithms. Topics include: algorithm complexity, mathematical tool for analyzing algorithm complexity, algorithm design techniques, such as divide-and-conquer, dynamic programming, and heuristics, fundamental algorithms, such as sorting, searching, and pattern matching, selected advanced data structures and algorithms. Prerequisites: COMP 3040. 

B. COURSE OBJECTIVES
1. Ability of algorithmic problem solving (PEO#1)
2. Skill of  algorithm design and algorithm analysis (PEO#2)
3. Ability to select proper data structures for algorithms (PEO#2)
4. Skill of implementation of algorithms(PEQ#2) 
5. Knowledge of the limitation of algorithmic computation and silicon computers (PEO#3) 

C. PREREQUISITIES
Students should have a grade of ‘C’ or better in all prerequisite courses.  Those who do not meet the prerequisite must withdraw from this course.  No grade will be assigned for those students who do not withdraw from the course. 

D. LEARNING OUTCOMES
Upon completion of this course with a “C” or better, the student should be:
1. Ability to implement abstract data types/structures by using fundamental data structures (b, c). 
2. Skill of algorithm analysis:  analyze algorithms with O-notation, and find time complexity for no recursive and recursive algorithms, respectively (b, j).
3. Ability to design and implement algorithms by using divide-and-conquer and select proper data structures when design algorithms (b, c, j, k). 
4. Ability to design and implement algorithms by using dynamic programming, and greedy/heuristic techniques and select proper data structures when design algorithms (b, c, j, k). 
5. Ability to design and implement algorithms by using divide greedy/heuristic techniques and select proper data structures when design algorithms (b, c, j, k). 
6. Ability to apply elementary graph algorithms to solve graph problems (j). 
7. Ability to apply text processing algorithms to process the data without structures (j).
8. Ability to work in teams on course projects (d). 
9. Understanding the limitation of algorithmic computation and silicon computers (j). 






E. DETAILED COURSE OUTLINE: COMP4700
	Date 
	Lectures#
	Chapters/Sections#
	Topics
	Assignment
/Due

	8/28
	1
	Chapter 1
Introduction
	Distribute syllabus, introduce course
	

	8/30
	2
	
	Notion of algorithm, fundamental of algorithmic problem solving
	

	9/4
	3
	Chapter 1
Data structures
	Fundamental data structures (1): array, link list, binary tree, heap, binary search tree 
	A#1

	9/6
	4
	
	Abstract data structures (2): stack, FIFO queue, priority queue, dynamic dictionary, adjacent list/matrix for graph
	

	9/11
	5
	Chapter 2
Algorithm analysis 
	Analysis framework, asymptotic
	Due A# 1

	9/13
	6
	
	Analysis of no-recursive algorithms
	A# 2

	9/18
	7
	
	Analysis of recursive algorithms  
	

	9/20
	8
	Chapter 3
Algorithm design Techniques:  
Brute Force
	Technique 1:  Brute force 
Selection sort and bubble sort, string matching
	Due A#2

	9/25
	9
	Divide and Conquer
	 Technique 2: Divide-and-Conquer 
	

	9/27
	10
	
	Quick sort, Merge sort
	A#3

	10/2
	11
	
	Binary search and binary tree traversals   
	

	10/4
	12
	
	Implementation of the algorithms using Divide-and-Conquer
	Due A#3
Project #1

	10/9
	13
	
	Test 1 
	

	10/11
	14
	Dynamic Programming
	Technique 3: Dynamic Programming
	

	10/18
	15
	
	Computing Fibonacci number, binomial coefficient
	Due Project#1

	10/23
	16
	
	Matrix-chain multiplication  
	A#4 

	10/25
	17
	
	Implementation of the algorithms using Dynamic Programming
	

	10/30
	18
	Greedy Technique
	Technique 3: Greedy Technique
	Due A#4  

	11/1
	19
	
	Dijkstra’s algorithm
	A# 5

	11/6
	20
	
	Huffman codes   
	

	11/8
	21
	
	Implementation of the algorithms using Greedy Technique
	Due A#5


	11/13
	22
	Special Topics I
	Special topics I: text processing 
	Project #2

	11/15
	23
	Special Topics II
	Special topics II: graph algorithms
	

	11/20
	24
	
	Special topics II: graph algorithms 
	A#6

	11/27
	25
	Special Topics III
	Special topics III: bioinformatics algorithms 
	Due Project #2

	11/29
	26
	Limitation of Algorithm Power
	Limitation of algorithm power, P, NP, and NP-complete problems  I
	Due A#6

	12/4
	27
	
	Limitation of algorithm power, P, NP, and NP-complete problems  II
	

	12/6
	28
	
	Course review and wrap up
	





F.    GENERAL INFORNATION
1. Number of credit hours: 3
2. Text book: 
       Title: Introduction to Algorithms 
              Authors: T. H. Cormen, C. E. Leisersion, R. L. Rivest  
              Publisher:  The MIT press   
3. Instructor’s information
        Telephone:  963 5878  
               Email: wchen@tnstate.edu  URL: http://www.tnstate.edu/wchen
               Office:  MH 5N 
               Meeting days and time:MW 13:00pm – 14:25pm
               Office hours: TR 11:10am – 12:40pm, 2:30pm – 3:00pm 
                                     MW 1:00pm – 3:00pm
                                     F 9:40am – 11:40am(Aug 27 – Oct 14), 1:00pm – 3:00pm(Oct 15- Dec 7)
 

[bookmark: _GoBack]G.    EVALUATION & GRADING
There will be one score for one written pre-final test, a score for homework assignments, a score for course projects and one score for the final test. Weights (percentages) for different scores will be as follows.
            
	
	
	Grading:
	

	Homework assignment 
	20%
	90-100%
	A

	Computer projects 
	40%
	80-89%
	B

	Mid term test 
	15%
	70-79%
	C

	Final test 
	25%
	60-69%
	D

	
	
	Below 60%
	F



H. PROJECT PLAN

 (
Project  #
Topic
Project #1
Designing and implementing an efficient dynamic dictionary with advanced data structures.
Project #2
Designing and implementing efficient algorithms by using divide-and-conquer technique. 
Project #3
Designing and implementing efficient algorithms by using greedy technique, and/or dynamic programming 
)








I.   IMPORTANT NOTS 

1. Textbook is an essential part of the course and therefore, every student must buy and read the textbook. Some of the homework assignments will be selected from the textbook. 
2. Every student has to preview the lecture note and bring it coming to the class (the lecture notes can be download from www.tnstate.edu/wchen). 
3. Class roll will be taken at the beginning of the class period. The students that come after the process of taking roll is over will be recorded as absent.
4. Excuses regarding missed classes such as a doctor’s appointment or death in the family must show evidence such as a doctor’s excuse or obituary as soon as possible before or after the incident. If the absence is anticipated, such as a job interview, the student must notify the instructor in advance. 
5. Cellular Phones must be turned off during the class period.
6. POLICY ON EXCESSIVE ABSENCES: The Policy on Excessive Absences as printed in the Undergraduate Catalog will be followed. Student missing more than three (3) lectures or being too late may be dropped from the class without prior notice. 
7. An ample number of homework assignments will be given. Correct answers and explanation of the assignments will be given after the due days.  Therefore, all assignments are due on, or before, the due date and time.  Assignments will not be accepted at all after the due date & time; not even with an official excuse.
8. Homework assignments can be worked out individually or collectively in small groups. However, copying other students’ work is absolutely prohibited.
9. Written assignments must be submitted in readable and clean forms. NO CREDIT will be given for a non-readable work.
10. No test will be repeated for students who miss tests, no matter what is the reason. However, if a student misses a test for a reason accepted and certified, then score of the following test will be recorded for the score of the missing test.
11. Any student found cheating on any test or assignment will automatically receive a grade of 0 (F) for the course.
12.  No grade of I (Incomplete) will be given, unless the university policy admits it.
13. Instructor reserves the right to modify the score weights. 


